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Abstract— This paper presents a method of generating
natural-looking motion primitives for humanoid robots. An
optimization-based approach is used to generate these prim-
itives, but the objective function is tailored to each one
and complexity is reduced by identifying relevant degrees
of freedom. Several examples are shown in simulation: for
an arm movement to reach an object, it is better to minimize
the acceleration of key parts of the robot over its entire
trajectory; for a single step on flat ground, it is better to
minimize the torque and instantaneous angular momentum
at every posture. The primitives are precomputed off-line, but
might be used by on-line planner either to provide a fixed set
of maneuvers or to bias a probabilistic, sample-based search
for motions.

I. INTRODUCTION

Because humanoid robots are designed to interact closely

with humans, it is important that their motion look natu-

ral. However, generating natural-looking humanoid motion

from scratch is hard. One reason is that we have no clear

idea what “natural” actually means. Intuitively, we might

want the robot to minimize erratic arm and leg movements

or to move with a consistent style, but it is difficult to

quantify this intuition.

A standard approach in computer animation bypasses

this issue by stitching together pieces of captured human

motion to generate the motion of digital actors [3], [4],

[5], [6]. This approach has also been applied to humanoid

robots [1], [2]. But due to differences in governing kine-

matics and dynamics, what makes the motion of a digital

actor look human-like may not make the motion of a

humanoid look natural, or even feasible.

An alternative approach generates motion that is optimal

with respect to a particular objective function [7], [8], [9],

[10]. Rather than copy human motion, this approach uses

the objective function to capture the qualities of human

motion that make it look natural. However, it is difficult

to define an objective function that works well in general.

Further, because a humanoid has many degrees of freedom

(DOF), it is difficult to solve the resulting optimization

problem quickly.

In this paper, we also take an optimization-based ap-

proach. But rather than try (on-line) to make arbitrary

motion look natural, we focus instead on precomputing

(off-line) a library of specific motion primitives. These

primitives might include a single step on flat ground, an

arm movement that places a hand on a wall for balance,

or a bending motion to pick an object up off the ground.

We tailor our objective function to generate each primitive

and reduce the complexity of the resulting optimization by

identifying degrees of freedom that are relevant to the task

at hand. In particular, we will discuss an example for which

it is better to minimize the acceleration of key parts of the

robot over an entire trajectory as well as an example for

which it is better to minimize the torque and instantaneous

angular momentum at every posture.

Our library of humanoid motion primitives could be used

by several existing on-line planners and controllers. For

example, it might define a fixed set of feasible steps for

the planner of [20] or a fixed set of postural objectives for

the controller of [16]. However, we intend our library to be

used in particular by a planner developed for the humanoid

HRP-2 (Fig. 1) on varied terrain [17] (based on earlier work

for a free-climbing robot [19]). This planner first chooses a

candidate sequence of steps (potential placements of hands

or feet on the terrain), then generates the motion to take

each step with a probabilistic, sample-based algorithm [21].

It works well on irregular and steep terrain, but on flat

terrain may generate needless motions of the arms or other

DOF that are not required for balance. We have used our

library to address this limitation – instead of sampling

across all of configuration space to plan each step, we

sample in a growing distribution around the nominal path

(a joint-angle trajectory) defined by a chosen primitive.

For example, Fig 1 shows the humanoid HRP-2 climbing

a ladder, a motion computed using the planner of [17]

combined with a library of four primitives. This motion

looks very natural – many of the unnecessary arm and leg

movements shown in [17] have been eliminated.

This paper is organized as follows; In Section 3, we in-

troduce the change of coordinates to formulate the equation

of motion in the operational space. Due to the physical

meaning of each variable, we show that we can signifi-

cantly decrease the number of search variables. We also

show that this change of coordinate is effective in dealing

with the change of stance foot. In Section 4, we formulate

two optimization problems; one is the trajectory optimiza-

tion where the motion trajectory during a certain period of

time is optimized, and the other is the instantaneous posture

optimization where the posture of a humanoid robot at

each instant of time is optimized. In Section 5, we show

that, while the joint torque has been used in the trajectory
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Fig. 1. Four ladder-climbing primitives adapted to a ladder with uneven rungs.

optimization of planar simple manipulators, this index

function often fails in generating a natural motion under

gravity. On the other hand, we generate the natural-looking

reaching motion using the operational space acceleration.

We also generate the natural-looking walking and climbing

motion by optimizing the joint torque at each instant of

time.

II. RELATED WORKS

Several humanoid robots have been developed recently,

including [12], [13], [14]. The following three approaches

have been used to generate natural motion for these robots:

a) Methods based on motion capture: Widely used in

computer animation, these methods generate the motion of

digital actors by stiching together pieces of captured human

motion. Many techniques have been proposed, including

one that is interactive [4], one that is constraint-based [5],

and one that combines different captured motions for each

limb [6]. A similar technique was even used to quantify,

with a statistical model, what it means for human motion

to be natural [3]. This approach has also been applied

to humanoid robots [2], [1], but because of differences

in governing kinematics and dynamics, what makes the

motion of a digital actor look human-like may not make

the motion of a humanoid look natural.

b) Methods based on optimization: Rather than copy

human motion, these methods generate motion that is

optimal with respect to a particular objective function.

A number of objective functions have been proposed,

including minimization of hand jerk [7], [9], minimization

of the change of joint torque [8], and minimization of joint

torque itself [10]. In [10], the gradient of the objective

function was computed analytically, with application to a

planar model of a humanoid. It has also been observed that

angular momentum about the CoG is highly regulated in

human walking motion [11], although this quantity has not

been used previously as an objective function to generate

natural humanoid motion.

c) Methods based on control: These methods use

an onboard control strategy to achieve natural motion.

One strategy is based on tracking linear and angular

momentum [15]. Another is based on achieving a hierarchy

of task-level objectives and postural constraints using an

operational space forumulation [16]. In fact, our work

could be used to define a set of appropriate postural

constraints to be used by [16].

III. FORMULATION

Our goal is to generate “natural-looking” motion primi-

tives for a humanoid robot. Our approach is to generate

motion that is optimal with respect to some objective

function. In this section we first describe the equations of

motion governing a particular humanoid (HRP2), then use

these to formulate the optimization problem with respect

to several different objective functions, each tailored to one

of the motion primitives we will discuss in Section IV.

A. Equation of Motion

We denote the position and orientation of each part of the

robot by ξ = (p φ). The elements of p ∈ R3 and φ ∈ R3

are p = (x y z) and φ = (a b c), respectively. We use

subscripts to indicate the part of the robot to which p and

φ refer. The subscripts h, f , b and c denote the hand, the

foot, the body and the CoG, respectively. The subscripts

r and l denote right and left, respectively. For example,

prh denotes the position of the right hand. Let q be the

joint angle vector of the robot. If q is used without any

subscripts, it expresses the collection of all joints of the

robot.

The motion of the humanoid robot is characterized by

the following equation of motion:

M

[
ξ̈b

q̈

]
+ h + g =

[
0
τ

]
+ TT

q f. (1)

In this equation, M , h, g, τ and f denote the mass matrix,

the centrifugal and Coriolis force, the gravity force, joint

torque and the contact force and moment, respectively.

Rather than consider all degrees of freedom, we will

focus on the dynamics of key parts of the robot, which

we can compute by applying a coordinate transformation

to (1). First, the velocity of the hands and the feet can be

expressed as

ξ̇i = Jbiξ̇b + Jqiq̇, i = rf, lf, rh, lh. (2)

Also, the velocity of the CoG can be expressed as

ṗc = ṗb + Jcq̇. (3)
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Using these equations, we define a coordinate transforma-

tion [
η̇
0

]
=

[
Tx

Tq

][
ξ̇b

q̇

]
. (4)

The exact form of this coordinate transformation depends

on the motion primitive, in particular on the contact con-

ditions while performing the primitive. For example, if the

robot is using both hands while standing on two legs, then

we choose coordinate variables

η = (pc φb ξrh ξlh)

that encode the position and orientation of the hands and

the position of the CoG, require that ξ̇rf and ξ̇lf are always

zero, and define Tx and Tq appropriately. As a second

example, consider the robot walking on flat ground with

swinging arms. In this case, the contact condition switches

between left-foot support, double support, and right-foot

support phases. Also, we care about the joint angles of

both arms, but not about the position and orientation of the

hands. We require that each foot has zero velocity when

contacting the floor, and choose coordinate variables

η = (pc φb qrh qlh ξrf )

for the left-foot support phase,

η = (pc φb qrh qlh)

for the double support phase, and

η = (pc φb qrh qlh ξlf )

for the right-foot support phase. By selecting relevant

degrees of freedom in this way, we reduce the dimension

of the resulting optimization. Applying the coordinate

transformation, we obtain the new equations of motion

M̃η̈ + h̃ + g̃ = D̃τ + T̃T f, (5)

where

M̃ = TxMUx,

h̃ = Tx

{
h − MT−1ṪUx η̇

}
,

g̃ = Txg,

D̃ = Tx

[
0
I

]
,

T−1 =
[

Ux Uq

]
,

T̃T = TxTT
q .

If we consider the physical meaning of each coordinate, we

can further reduce the number of variables. For example,

when a robot stands on the floor, the horizontal position of

the CoG, xc and yc , must lie above a support polygon. To

maximize safety, we choose to fix the horizontal position

of the CoG at the center of support polygon. Also, since

there are some coordinate variables having less effect

on the objective function, we do not need to optimize

these variables. This further splits η into two parts, η1

and η2, where η1 is fixed before optimization. In the

next section, we will also consider how this change of

coordinate variables contributes to the change of objective

function.

In addition to the position and velocity of various parts

of the robot, we will also include the joint torque in our

objective function. The joint torque can be expressed as a

function of the acceleration of the coordinate variables:

τ = (TxM−1D)+
{

η̈ + TxM−1(h + g − TT
q f) − ṪUxη̇

}
,

(6)

where

D =
[

0
I

]
.

In this equation, the symbol + denotes the pseudo-inverse.

We use a constraint-based method to determine the contact

force f [23].

B. Optimization Problem

Two different optimization problems will be useful for

different motion primitives: trajectory optimization and

instantaneous posture optimization. In the trajectory op-

timization, the entire motion trajectory is considered all at

once. In the instantaneous posture optimization, the posture

of the robot at each instant of time is considered separately.

Although both optimization should be implimented at the

same time to achieve the complete optimized motion, we

apply them separately and consider the feature of both

optimization methods in this paper.

1) Trajectory Optimization: To formulate the trajectory

optimization problem, the trajectory of η2 is expressed as

a function of via points η20, · · · , η2m (Fig.2). If we write

the trajectory as n-th order polynomials with respect to

time, the coefficients of polynomial can be determined as

a function of these via points.

Fig. 2. Trajectory expressed by via points

Given the initial and final values of coordinate variables,

the trajectory optimization problem is turned into a non-

linear optimization of via points. To minimize torque, we

use the objective function

J =
∫ T

0

τT τdt. (7)

To minimize the acceleration of parts of the robot’s body,

we use the objective function

J =
∫ T

0

η̈T
2 η̈2dt. (8)
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To minimize joint acceleration, we use the objective func-

tion

J =
∫ T

0

(ξ̈T
b ξ̈b + q̈T q̈)dt. (9)

2) Instantaneous Posture Optimization: To formulate

the instantaneous posture optimization problem, we also

use via points. But rather than consider the entire trajectory

at once, we optimize the robot’s posture at each via point.

To minimize torque, we use the objective function

J = τ (t)T τ (t) (10)

t = t0 · · · tm.

It has been observed that, during human walking motion,

the angular momentum about the CoG is regulated [11]. So

we also consider minimizing the angular momentum about

the CoG, using the objective function

J = L(t)TL(t) (11)

t = t0 · · · tm
where L denotes the angular momentum about the CoG of

the robot (defined as the finite difference with respect to

neighboring via points).

IV. SIMULATION

A. Trajectory Optimization

Through the simulation study, we often focus on the

optimization of joint torque. If the torque optimization is

not effective, we then consider which objective function

should be used.

1) 1 DOF Examples: First, we consider simple 1 DOF

examples to show that there is a case where conventional

joint torque optimization fails in generating natural motion

under a gravitational field. In particular, consider the two

examples shown in Fig. 3. In both cases, we used (7) as the

objective function and used the MATLAB Riots95 toolbox

to compute the optimal solution. As shown in Fig. 4,

the planar 1-DOF manipulator generates natural motion

(moving straight toward the goal) by using the torque

minimization criteria. However, under a gravitational field

(Fig. 5), the manipulator does not move straight toward the

goal – this is because the torque is minimzed when the arm

is straight down.

Fig. 3. 1 DOF examples with/without gravity

Fig. 4. Result of numerical calculation without gravity

Fig. 5. Result of numerical calculation with gravity

2) Reaching motion of humanoid robot model: Next, we

consider the humanoid HRP2 [14] performing a reaching

motion. This robot was developed by AIST and Kawada

Industries. It has 6 DOF arms, 1 DOF fingers, a 2 DOF

head, and a 2 DOF body. Although the total number of

joints are 30, we do not consider the DOF of the finger

and the head. Since two feet contact the floor, we further

reduce the number of DOF to 12. So, the total dimension

of η becomes 20. Further, we fix the horizontal position of

the CoG at the center of the support polygon (the shape of

which is approximated as rectangular) and consider neither

the motion of the left arm nor the orientation of the right

hand. So η can be split into the variables

η1 = (xg yg ξlh φrh) (12)

η2 = (zg φb qb prh), (13)

where we only optimize over η2. We use five via points

for (zg φb qb), so the trajectory optimization problem

is a nonlinear programming problem with a total of 33

variables. We computed the solution using the CFSQP

toolbox, which implements the standard SQP method for

nonlinear programming. It took about 24 hours to calculate

the optimal trajectory on a 2GHz PC.

The results of simulation are shown in Fig. 6. Fig. 6(a)

shows the motion of the robot used as input (generated

by hand). We set the target hand position far from the

robot. To reach this target position, the robot stretches

its arms and legs. Fig. 6(b) shows the result of gravity-

compensated torque minimization. But as in the 1-DOF

example, this approach introduces unnatural motion (the

robot twists its chest to counter the reaction torque from

the arm). Fig. 6(c) shows the result of minimizing η̈ by

using (8). In this case, the robot stretches its arm to reduce

the unnecessary twisting motion (results were not as good

when minimizing joint acceleration, given by (9)). So in

this case, minimizing the operational space acceleration

results in the most natural motion.
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Fig. 6. Trajectory optimization of reaching motion

B. Instantaneous Posture Optimization

In this section, we optimize the walking motion of

a humanoid robot. But rather than consider the entire

trajectory at once, we consider the posture at each instant

of time separately.

To decide which coordinate variables to optimize, we

looked at the contribution of each coordinate variable to the

change in objective function at the robot’s initial posture,

shown in Table I (as computed by the Jacobian matrix).

From this table, we conclude that the vertical position of

the body most affects the change of torque. This result is

not surprising, since the torque in each leg is minimized

when it is straight (that is, when the robot has an upright

posture). Likewise, we see that the inclination of the body

affects the angular momentum of the robot. This result also

makes sense, since if the robot bends over, we expect the

angular momentum about the CoG to increase. Using both

results as a heuristic, we choose to minimize torque by

considering only zc and to minimize angular momentum

by considering only ab, bb, qb1, qrh1, qrh4, qlh1 and qlh4.

Results are shown in Fig. 7. With 70 via points, the

calculation of each step took about 10 minutes on a 2GHz

PC. Since we minimize joint torque, the robot tends to

stretch its knees while walking (similar to a human). Since

we minmize angular momentum, the robot swings its body

and its arms about the CoG (also similar to a human).

These results are much better than if we had used the same

objective function as for the reaching motion example.

We have computed a number of other motion primitives

as well. For example, Fig. 8 shows a climbing motion of the

robot (similar to the primitive we used to plan the ladder-

climb in Section I). We used the objective function (11)

and chose the following variables: the x and z coordinates

of the CoG, the inclination of the body, and the angle of

the waist. In this simulation, we also modeled the effect of

static friction at each contact point. Notice that, as before,

the robot tends to stretch its arms and legs to reduce joint

torque.

V. CONCLUSIONS

In this paper, we presented a method of generating

natural-looking motion primitives for humanoid robots.

We used an optimization-based approach, tailoring our

objective function (joint torque, acceleration, or angular

momentum), our coordinate variables (position of the CoG,

position and orientation of hands and feet, or body inclina-

tion), and our formulation (considering the entire trajectory

at once or the posture at each instant of time separately)

to suit each motion primitive. We showed several example

results in simulation, and briefly described how our library

of primitives could be used to help plan longer motions.

Future work might focus on reducing the amount of user

interaction required, on decreasing computation time, or

on the design of new planning and control algorithms that

take better advantage of motion primitives.
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TABLE I

CONTRIBUTION OF COORDINATE VARIABLE TO INDEX FUNCTIONS

zc ab bb cb qb1 qb2 qrh1 qrh2 qrh3 qrh4 qrh5 qrh6

τT τ -14387.2 -0.013 3191.2 3.44 0.0 346.643 1057.2 -34.07 -4.07 -82.81 -1.43 1.20

Lx 0.1335 1.3706 0.0824 0.0754 0.3695 0.0049 -0.1103 -0.4035 -0.0382 0.0220 0.0 0.0126

Ly -0.0496 -0.0123 1.1921 0.8479 0.8479 1.3368 -0.4204 -0.0301 0.0080 -0.1160 -0.0011 -0.0006

Lz 0.0735 0.4109 0.4581 0.7831 0.8208 0.1906 -0.4873 -0.0894 -0.0011 -0.1608 -0.0020 0.0015
qb1 :Body yaw, qb2:Body pitch, qrh1:Shoulder pitch, qrh2:Shoulder roll, qrh3:Shoulder yaw, qrh4:Elbow, qrh5:Wrist yaw, qrh6:Wrist pitch

Fig. 7. Instantaneous optimization of walking motion

Fig. 8. Instantaneous optimization of climbing motion
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